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Help or Hindrance: Understanding the Impact of Robot
Communication in Action Teams

Tauhid Tanjim1, Jonathan St. George2, Kevin Ching2, and Angelique Taylor1

Abstract— The human-robot interaction (HRI) field has rec-
ognized the importance of enabling robots to interact with
teams. Human teams rely on effective communication for suc-
cessful collaboration in time-sensitive environments. Robots can
play a role in enhancing team coordination through real-time
assistance. Despite significant progress in human-robot teaming
research, there remains an essential gap in how robots can
effectively communicate with action teams using multimodal
interaction cues in time-sensitive environments. This study
addresses this knowledge gap in an experimental in-lab study
to investigate how multimodal robot communication in action
teams affects workload and human perception of robots. We
explore team collaboration in a medical training scenario where
a robotic crash cart (RCC) provides verbal and non-verbal cues
to help users remember to perform iterative tasks and search for
supplies. Our findings show that verbal cues for object search
tasks and visual cues for task reminders reduce team workload
and increase perceived ease of use and perceived usefulness
more effectively than a robot with no feedback. Our work
contributes to multimodal interaction research in the HRI field,
highlighting the need for more human-robot teaming research
to understand best practices for integrating collaborative robots
in time-sensitive environments such as in hospitals, search and
rescue, and manufacturing applications.

I. INTRODUCTION
Human-robot teaming is an active area of research in the

human-robot interaction (HRI) field. As the HRI field moves
from one-on-one interaction to human-robot team interaction,
the field has recognized the importance of designing robots
that engage with multiple people, as it reflects situations that
robots encounter in real-world settings [1], [2], [3]. This shift
involves endowing robots with the capability to understand
the needs and intentions of multiple people, reflecting a
complex interaction schema. Effective team communication
is crucial to ensure that information flows to the right person
and robot at the right time– in other words, to coordinate the
actions of each team member in synchrony [4].

The HRI field has investigated how robots can effectively
communicate during collaborations with human teams, build-
ing on knowledge from human-human interactions in cogni-
tive science [5], psychology [6], and communication fields
[7]. HRI researchers have made significant progress toward
understanding how robots can communicate with human
teams using navigation [8], light-based interaction [9], and
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Fig. 1. Multimodal robot communication in human-robot teams.

conversational dialogue [10], among others. However, when
robots enter time-critical environments, moving from social
teams to action teams, humans often move dynamically,
communicate simultaneously, causing loud environmental
noise, and require quick access to information and supplies
to perform collaborative tasks effectively. Thus, robots must
be designed to use effective verbal and non-verbal communi-
cation, similar to humans, to deliver timely information and
supplies.

Building on knowledge of human-human communication,
HRI has explored how robots can communicate with teams
verbally and non-verbally. Verbal communication is the use
of natural language via speech from one person to another.
This form of communication is often direct, explicitly stat-
ing one’s intentions and needs. Non-verbal communication
includes the use of gestures [11], eye gaze [12], backchan-
neling [13], proxemics [14], and visual cues [15]. Visual cues
could include light-based interaction, which is beneficial for
passive communication where communication is indirectly
given from one team member to another, e.g., turning an
outdoor light on to indicate help is needed. Thus, robots
need to balance what information is communicated (verbal
or non-verbal) and how this information is given to teams
(e.g., speech-based or light-based interactions). However,
designing verbal and non-verbal interactions for robots in
time-sensitive settings is not straightforward.

Prior work has made much progress in understanding how
robots can assist teams in time-sensitive environments. For
example, Iqbal et al. [2] contributed computational models of
synchrony to enable robots to take action in group dancing
interactions. Shah et al. proposed goal-driven taxonomies
of human-robot team interactions that characterize interac-
tion structures and factors driven by local dynamics (sub-
tasks and team collaboration) and contextual factors (task,
team, environment) [1]. Riek et al. [16] demonstrated the
importance of building proactive robots that take initiative
in safety-critical environments at the right time to effectively
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collaborate with action teams.
Despite this significant progress, there is limited knowl-

edge about how robots can effectively communicate in action
teams using verbal and non-verbal communication. Poorly
designed robot communication strategies could lead to team
mistakes or errors, cause distractions, or reduce team perfor-
mance instead of improving team collaboration. Introducing
robots into new environments requires well-controlled robot
behavior to understand what information they should give
and how that information is communicated to action teams
at the right time.

Our work addresses these gaps. We conducted an exper-
imental study to investigate how robot communication in
time-sensitive environments affects teamwork. We explore
human-robot teaming in a medical setting where a robot
assists a team to treat a patient, a timely and well-suited
scenario for robotic assistance [17], [3]. Building on the work
of Taylor et al. [17], we explored how robotic crash carts
that store medical supplies and equipment can assist action
teams through object search guidance and task reminders,
which are common tasks performed by medical teams in hos-
pitals. Using a Wizard-of-Oz controlled RCC that employs
speech-based and light-based communication, we conducted
a series of user studies to understand how robots affect
team workload, perceived usefulness, and perceived ease
of use in medical procedural tasks conducted in in-lab
studies. Thus, we address the following research questions:
RQ1: How does verbal communication from robots impact
team workload in time-sensitive team collaborations? RQ2:
How does non-verbal communication from robots impact
perceived usefulness and perceived ease of use in time-
sensitive team collaborations?

We make two contributions to the HRI field. First, we
conduct a user study that engages participants in a time-
sensitive collaborative task with a robot that uses speech-
and light-based forms of communication of object search
and task reminders. Our findings indicate a reduction in
team workload and increased in perceived usefulness and
perceived ease of use when the RCC communicated using
speech for object search and light-based interaction for task
reminders. Second, we discuss how robots operating in time-
sensitive environments should adapt their communication
style based on the spatial configuration of team members.
This research reveals the opportunities and risks of human-
robot teaming in time-sensitive environments and key lessons
learned to push the HRI field toward spatially-aware robot
behavior.

II. RELATED WORK
A. Teamwork in Human-Robot Interaction

Much HRI research has shifted from one-on-one inter-
actions to human-robot interactions in teams [18], [19], [1].
Research on action teams in HRI has shown progress towards
robots that effectively support and work alongside human
teams [1], [20], [21]. For example, robots can collaborate
with teams using communication cues such as gestures,
speech, and graphical user interfaces. Prior work has also

Fig. 2. System diagram of the robotic crash cart illustrating the user
interface, processing via Raspberry Pi 4B using ROS, and multimodal
outputs through light strips and audio signals.

explored utilizing goal-oriented task management [22], [23],
explainable robot behavior [24], [25], aligning robot behavior
with team values to enhance trust and perceived performance
[26], [27], [28], and proactive support in healthcare and
emergency response settings [29], [16]. While these insights
have informed the design of robots for team interactions,
they have not fully addressed the unique challenges of
enabling robots to collaborate effectively with teams in time-
sensitive interactions. We address this gap by conducting
user studies to empirically evaluate the impact of multimodal
communication strategies on workload and human perception
of robots in time-sensitive human-robot teaming scenarios.
Our approach focuses on combining verbal and non-verbal
feedback to support intuitive task reminders, minimize time
spent searching for supplies, and maintain team situation
awareness without disrupting human interaction workflows.

B. Multimodal Interaction in HRI
A large body of literature has explored multimodal interac-

tion between robots and humans using verbal and non-verbal
communication, such as lights [15], sound [30], [31], motion
[32], and speech [33], which have shown potential for im-
proving human-robot interaction. For example, TansuBot is
a cart-based robot that uses LED indicators with visual feed-
back to guide users in object search tasks [15], and Go to Any
Thing (GOAT) used multimodal input for navigation [34].
A key challenge of deploying robots in highly collaborative
teams lies in designing multimodal cues easily interpretable
by human collaborators [35]. Ongoing research efforts have
explored this challenge in various environments, such as
public buses [31], households [15], manufacturing industries
[36], and healthcare [37]. However, the specific combination
of multimodal task-specific interaction in human-robot team-
ing remains underexplored, particularly in collaborative tasks
such as emergency resuscitation codes [3], [16], [38]. The
work by Taylor et al. [39] shows the potential for medical
crash cart robots to support team collaboration in hospital
settings using multimodal cues. Thus, we focus on robotic
visual cues and speech-based task assistance in human teams.

III. METHODOLOGY
We conducted a series of pilot studies to investigate use-

cases best suited for a cart-based robot in medical settings
during medical procedures, which often necessitate effective
team collaboration. Based on lessons learned, we conducted
a main study with a large sample size to understand the



Fig. 3. The Robotic Crash Cart (RCC) was operated on a tablet using
Wizard-of-Oz control driven by a Raspberry Pi that sent signals to a speaker
and LED light strip to communicate with action teams.

trade-offs of robot mediation using verbal and non-verbal
communication in time-sensitive team collaborations.

A. Robotic Platform
We built a robotic crash cart (RCC) using the Crash Cart

Robot Toolkit1, released by Taylor et al. [17]. This robot is a
6-drawer, teleoperated platform used during medical training
sessions at a local medical school. The robot is driven by a
Raspberry Pi (RPI) 4B running Robot Operating System 2
(ROS2) that sends messages to a tablet, Bluetooth speaker,
and LED strip placed around the outer edge of the cart
drawers (see Figure 3). The tablet displays a user interface
to Wizard-of-Oz control the robot, connects to the RPI to
control when a series of LED lights turn on and off (i.e.,
LED blinking) for a selected drawer, and transmits an audio
signal to the speaker to enable the robot to communicate
with teams using speech.

B. Pilot Study
We conducted an IRB-approved pilot study to understand

what and when robot communication is most effective for
robots to recommend task reminders and locations of relevant
supplies in a hospital setting. Taylor et al. [17] collected feed-
back from healthcare workers and found that robotic speech,
lights, and alerts may prove useful for RCCs. Inspired by this
work, we conducted iterative pilot studies to ensure that 1)
the study environment reflected a real-world hospital room
in a lab setting, 2) participants received effective training
to perform a medical procedure using a simulation training
scenario provided by our collaborators, medical educators
at a local medical school, 3) and users interpret the robot’s
intended use of sounds, lights, and speech recommendations
for object search and task reminder tasks.

Design of Robot Communication Modalities and Study
Task: We started by accessing individual robot sounds, LED
blinking, and speech for task reminders and object search
tasks. As shown in prior work, we found that multimodal
communication was more effective than unimodal commu-
nication [40]. Thus, we focused on multimodal robot com-
munication in the remaining pilot studies. Through our active
collaboration with a local medical school, we consulted

1https://github.com/Cornell-Tech-AIRLab/crash_
cart_robot_tutorial

with two medical educations to determine a set of fixed
and adjustable time intervals to Wizard-of-Oz control robot
recommendations. We found that reminders for administering
medications and object searches are tasks that often cause de-
lays during human-cart interactions; thus, we designed robot
communication strategies for these tasks. We started with
Advanced Life Support (ALS), which consisted of standalone
and iterative tasks conducted at fixed time intervals. The steps
of ALS include: 1) initial patient assessment of pulse, chest
rise, and breathing; 2) cardiopulmonary resuscitation (CPR)
and placement of bag valve mask ventilation; 3) checking
patient medical history and setting up for intravenous line
(IV) administration; 4) administering medication; and 5)
repeating prior steps as needed. A wizard was situated behind
the robot in the study room.

Participants: We recruited 19 participants (3-4 partici-
pants per session) to engage in 6 user studies using flyers
placed around a university campus in the global north.
Participants ages ranged from 19 to 31 (M = 26, STD = 3.6)
with 6 females and 8 males. 4 participants were practicing
healthcare workers. Participants rated their familiarity with
robots from (little familiarity) to 5 (very familiar), with
a familiarity ranging from 1 to 5 (M=3.6, STD = 1.02).
All participants were compensated with an $18 Amazon
gift card. We assigned participants to study sessions using
convenience sampling.

Study Design and Experimental Testbed: We conducted
a within-subjects study with three study conditions: C1) LED
blinking for object search guidance, C2) LED blinking and
speech for task reminders and object search guidance, and
C3) control group (no feedback). The order of conditions
was randomized, and study participants were instructed to
rotate tasks throughout the study to ensure they all engaged
with the robot at least once. We randomly placed items in
different drawers between conditions to minimize carryover
effects [41]. We conducted the study in a lab space designed
to resemble a realistic medical training room. We used a
patient bed, a static patient manikin, RCC, whiteboards with
task instructions, and a large monitor displaying vital signs
and emitting beeping loud sounds through the Simpl Patient
Monitor application to set up the training room.

Wizard Protocol: A wizard was a member of our research
team situated in the lab behind the RCC to control the robot
actions during the study. The goal of the wizard was to
teleoperate the robot to recommend supplies and provide
medication reminders based on participant conversations and
task steps. Administering medication is an iterative task;
thus, the wizard generated reminders from the robot at fixed
time intervals. Using the tablet-based user interface, the
wizard performed the following tasks:

• Turn LED lights on and off three times for the drawer
that contains supplies for a task or turn all drawer lights
on and off three times for medication reminders.

• Use text-to-speech software to send a dialogue speech
prompt to the team. The robot said, ’Kindly open
drawer 1’ when the required supplies were in the first
drawer, and the robot said, ’Administer EPI’ to remind

https://github.com/Cornell-Tech-AIRLab/crash_cart_robot_tutorial
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Fig. 4. Pilot study NASA-TLX workload scores.

participants to administer medication.
Study Procedure: Participants engaged in one-hour study

sessions that involved 1) the experimenter introduced the
study goals to participants and trained them by demonstrating
the study tasks, 2) participants engaged in three five-minute
ALS procedures to capture the time-sensitive nature of med-
ical tasks, 3) participants completing self-report measures
after each session, and 4) the experimenter facilitated a
debrief discussion to collect open-ended feedback about
interactions with the robot.

Data Collection and Analysis: We collected video and
self-report measures to understand how robot speech and
light-based feedback affected team workload. We recorded
video from 3-4 overhead cameras and 1 camera onboard the
RCC. We measured workload using the NASA Task Load
Index (NASA-TLX), a 6-item 7-point Likert scale measure
of mental demand, physical demand, temporal demand, per-
formance, effort, and frustration [42]. We analyzed workload
using descriptive statistics. We transcribed the debrief session
audio data and analyzed it using grounded theory [43].

Pilot Results: Our results indicate that C3 achieved in the
maximum workload in terms of mental, temporal, effort, and
frustration demand (see Figure 4). Participants reported the
minimum workload in terms of physical and effort demand
in C1. C2 achieved the lowest average score for demand,
performance demand, temporal demand, and frustration.

We started pilot studies using lights, speech, and sounds
as communication modalities to enable the RCC to assist
in team collaborators. We learned in our initial pilot study
debriefs that sounds could be useful for quick, iterative tasks
such as CPR compressions. However, participants found
alerts were difficult to interpret for object search and medical
reminder tasks– that is, participants did not understand the
robot task recommendation. As a result, we focused on
speech- and light-based communication in the remainder of
pilot studies. We found that the robot speech utterances (e.g.,
‘Kindly open drawer 1’ or ‘EPI is in drawer 1’) were too
long. Participants often shuffled through drawers waiting for
the robot to finish its phrase. Medication reminders were
short (‘Administer EPI’) and served as a good example for
short speech phrases. Lastly, participants confirmed that LED
blinking effectively captured their attention during object

search and task reminders.

C. Main Study
We conducted an IRB-approved main study to understand

the impact of robot communication during team collaboration
using lessons learned from the pilot study.

Participants: We recruited 84 participants using conve-
nience sampling by posting flyers around a university campus
and on list-serves. Participant ages ranged from 21 to 79
(M = 25.9, STD = 6.76), with 47 female, 34 male, one
non-binary, and two who preferred not to disclose their
gender. We conducted 26 studies with 3–4 participants per
study session. 39 participants had a clinical background: 3
participants had 3–5 years, 3 participants had 1–2 years, and
33 participants had 0–6 months. Participants’ familiarity with
robots ranged from 1 to 5 (M=2.5, STD=1.1). All participants
were compensated with an $18 Amazon gift card.

Study Design, Study Task, Experimental Testbed, Wiz-
ard Protocol, Procedure: We used the same study task,
experimental testbed, wizard protocol, and procedure from
the pilot study in the main study. We changed the study
conditions to understand the trade-offs between speech- and
light-based communication during for both object search and
medication reminders in time-sensitive team collaborations.
Thus, we used a within-subjects study design with three
conditions: C1) LED blinking for object search guidance
and speech for medication reminders, C2) LED blinking
for task reminders and speech for object search, and C3)
control group. To address challenges in pilot studies, we
shortened the robot’s speech utterances for object search to
fixed prompts (e.g., ‘Drawer 1’) and placed numbered labels
on the cart drawers to prevent participants from counting the
drawers, potentially adding to mental demand.

Data Collection and Analysis: Data collection was con-
sistent with the pilot study with one exception. In addition to
administering the NASA-TLX survey, we also administered
the 12-item 7-point Likert scale Technology Acceptance
Model (TAM) [44] to understand participants’ perceived
usefulness (PU) and perceived ease of use (PEU) of the
robot. A one-way repeated analysis of variance (ANOVA)
test was used to determine whether there is an effect of PEU,
PU, and workload on study conditions. Following signifi-
cant effects, we conducted post hoc comparisons using the
Bonferroni Correction test to examine pairwise differences
between conditions (C1 vs C2, C2 vs C3, and C1 vs C3).
We applied Greenhouse-Geisser corrections for sphericity
violations, while other minor assumption violations were
considered negligible given our sample size.

IV. MAIN STUDY RESULTS

Figure 5 shows the statistical analysis results for all study
conditions and measures.

A. Perceived Usefulness Results
We found significant main effects of all PU measures

including accomplishing tasks quickly, F (2, 166) = 68.470,
p < .001, partial ω2 = .452; improving task performance



Fig. 5. Main study results: NASA-TLX (left), Perceived Usefulness
(middle) and Perceived Ease of Use (right).

F (2, 166) = 59.985, p < .001, partial ω2 = .420; increas-
ing productivity, F (2, 166) = 55.310, p < .001, partial
ω2 = .400; enhancing effectiveness, F (2, 166) = 51.045,
p < .001, partial ω2 = .381; easier to perform task,
F (2, 166) = 74.135, p < .001; and the perceived utility for
tasks F (2, 166) = 62.585, p < .001, partial ω2 = .430.
The post hoc tests revealed a significantly higher PU in C2
than C1 and C3 which suggests that participants perceived
the RCC with verbal object search and visual reminders as
significantly more useful than in C1 and C3. Additionally,
C1 was significantly higher than C3, which indicates that
participants found visual object search and verbal reminders
more useful than the traditional cart.

B. Perceived Ease of Use Results
We found a significant difference for ease of operating

the RCC, F (2, 166) = 29.424, p < .001, partial ω2 =
.262; ease of controlling the RCC, F (2, 166) = 58.187,
p < .001, partial ω2 = .412; and clarity of interaction,
F (2, 166) = 47.498, p < .001, partial ω2 = .364; clarity
of understanding the RCC, F (2, 166) = 56.005, p < .001,
partial ω2 = .403; ease of becoming skillful, F (2, 166) =
46.524, p < .001, partial ω2 = .359; and overall ease of use
for task completion, F (2, 166) = 46.180, p < .001, partial
ω2 = .357. In the post hoc tests, we discovered that ease
of use was significantly higher in C2 than C1 and C3. This
suggests that verbal object search and visual reminders were
significantly easier to use in C2 than C1 and C3. Participants
rated C1 significantly higher than C3, which indicates that
visual object search with verbal reminders were easier to use
than the traditional crash cart.

C. Workload Results
We found significant differences for mental demand,

F (2, 166) = 15.993, p < .001, partial ω2 = .162; physical
demand, F (2, 166) = 7.264, p = .009, partial ω2 = .080;
and temporal demand, F (2, 166) = 7.204, p = .001, partial
ω2 = .080. Additionally, we observed significant effects
for performance, F (2, 166) = 11.508, p < .001, partial
ω2 = .122; effort, F (2, 166) = 14.795, p < .001, partial
ω2 = .151; and frustration, F (2, 166) = 12.460, p < .001,
partial ω2 = .131. We discovered in the post hoc tests that
workload was significantly lower in C2 compared to C1 and
C3. Thus, verbal object search and visual reminders were

significantly less demanding workload in C2 than in C1 and
C3. Participants rated C1 significantly lower than C3 which
shows that visual object search and verbal reminders were
less demanding than the traditional crash cart.

V. DISCUSSION

Our results revealed that robots can effectively reduce
workload, improve perceived usefulness and ease of use in
time-sensitive team collaborations compared to no assistance.
Furthermore, we learned that there are many factors that
impact the best use of robot communication in action teams.

Impact of Spatial Dynamics: Our study highlights the
importance of aligning robot communication with action
teams’ spatial dynamics-that is, their position and orienta-
tion throughout collaboration particularly in small spaces,
consistent with prior literature on proxemics in HRI [14].
Unique to time-sensitive team collaborations, robots need to
quickly communicate interpretable feedback to action teams,
adjusting itsorientation to those more relevant to its feedback.
For instance, object search tasks are most relevant to a user
retrieving supplies, while medication reminders are useful
for the entire team. On the other hand, if no users are
near the robot, action teams risk missing the visual cues
from the robot. These findings are a design tension with the
failure taxonomies from Taylor et al. [17], who found that
robot movement during team collaborations using cart-based
robots could cause suggestive, obstructive, and distractive
failures. Furthermore, robot speech served as a direct form of
communication that is beneficial irrespective of team member
spatial dynamics. However, spaces in some applications are
inherently loud and small; therefore, this necessitates careful
design of speech-based capabilities to avoid increasing alarm
fatigue (i.e., Emergency Medicine) [45]. Thus, the alignment
of robot communication modalities, timing, and orientation
is crucial to ensure new errors are not introduced.

Impact of Robot Embodiment: Consistent with prior work,
we found that the embodiment set users’ expectations of how
to communicate with the robot [11]. Unique to our study,
cart-based robots set clear expectations around equipment re-
trieval and task reminders; however, our study highlights the
need for robots to use consistent communication strategies
for specific tasks to avoid misinterpreting intended assistive
behaviors. Thus, other embodied robots may require different
expectation setting before human-robot teaming begins. As a
result, communication modes must be carefully designed to
ensure that action teams interpret the robot correctly–leading
to helping instead of hindering collaboration.

VI. CONCLUSION

In this work, we explored multimodal robot communica-
tion during time-sensitive team collaborations. Our findings
highlight the nuances of designing effective robot communi-
cation to ensure that robots are positively perceived by action
teams. Our analysis underscores the need for robots to use
adaptive communication strategies to account for the spatial
dynamics of team members and environmental constraints.
By aligning robot communication timing and multimodal



interaction with the team role and needs, robots can better
adapt and support team collaboration. Our work contributes
to collaborative robotics research in the HRI community.
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